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Abstract—Safe operation of driver assistance systems, espe-
cially at higher speeds, remains a challenge. For this automotive
application, we propose a long-range coherent LiDAR system
concept with two-dimensional micro electro-mechanical system
(MEMS) scanning and sparse sensing capability. We address
system design challenges for the transmitter, the fiber-based
optics and coherent receiver, and the impact on MEMS mirror
design. Furthermore, we compare compressed sensing and deep
learning techniques to implement sparse sensing and we provide
preliminary results of the systems performance with a simplified
setup.

Index Terms—advanced driver assistance systems (ADAS),
coherent systems, compressed sensing, deep learning, frequency
modulated continuous wave (FMCW), LiDAR, MEMS mirror,
sensing

I. INTRODUCTION

LiDAR (Light Detection and Ranging) is seen by the
automotive industry as a critical and important step in the
advancement of driver assistance systems (ADAS). The auto-
motive application requires LiDAR to be eye-safe, reach a long
range, generate a dense point cloud and ideally fit in a small
form-factor. Especially coherent LiDAR concepts have gained
attraction in recent years [1] [2], because they promise to reach
long distances and have a built-in mitigation of interference
(e.g. from bright sunlight). Both of which are increasing the
safe operation of ADAS at higher speeds and different weather
conditions.

Optical frequency comb (OFC) [3] [4] and frequency
modulated continuous wave (FMCW) [5] [6] are the two
main coherent principles that have prevailed. OFC is based
on a phase locked optical comb with uniform spacing in
the frequency domain that undergoes a phase shift during
propagation. FMCW, known from RADAR technology and
chosen for the system presented here, is based on a frequency
modulated optical carrier.

Previous demonstrations of FMCW ranging show various
system designs. For example, the generation of the frequency

This work was supported by Fraunhofer-Gesellschaft

modulation is either realized by external modulation (e.g. us-
ing carrier suppressed IQ modulators) [7] or direct modulation
of a laser [8]. Fiber-based FMCW LiDARs aimed at wind
sensing or range finding applications have been demonstrated
[9] [5] with several kilometer range. However, they lack the
capability to scan a field of view (FOV), which is necessary
for automotive applications, and proves to be challenging in
combination with coherent techniques. A common approach
is the use of image sensors [10] or mechanical beam steering
systems [11], which can be bulky and slow. Other concepts
include the supplementary use of a dispersive element [12] or
grating couplers [8] for one dimension of scanning.

To our best knowledge, we show the first system design of
a (fiber-based) directly modulated FMCW LiDAR with two-
dimensional MEMS mirror scanning capability. The combina-
tion offers a low-cost, miniaturized approach that addresses the
price-driven automotive market. Additionally, we propose to
perform sparse sensing in combination with advanced signal
processing methods based on Compressed Sensing or Deep
Learning techniques for full scene recovery. This will allow a
higher efficiency of hardware usage along with a faster scan
rate, which is crucial in dynamic scenarios. Simultaneous ve-
locity information is also available with the coherent approach,
but this is beyond the scope of this paper.

The remainder of this paper is organized as follows. The
FMCW coherent LiDAR method is introduced in section II.
In section III, the proposed system is presented structured ac-
cording to its building blocks. Lastly, measurement examples
of a preliminary prototype are shown in section IV.

II. FMCW METHOD

For any LiDAR, the distance to an object is obtained by light
reflecting at an object and returning to the receiver. FMCW
LiDAR differs particularly in how the distance information
is retrieved. Whereas a time-of-flight (ToF) system directly
measures the time it takes for light to travel to the object,
an FMCW system measures this time indirectly from opti-
cal mixing of the returning signal with a reference. Fig. 1
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Fig. 1. FMCW principle for static object ranging. a) The signal (SIG) consists
of a rising and falling linear frequency modulation (bandwidth fB , period
T ). Compared to the local oscillator (LO) which inhibits the same frequency
modulation, the SIG is delayed by δt due to the additional path of the object
reflection. b) The spectrogram of heterodyne mixing of SIG and LO shows
the IF frequency fIF due to the delay.

shows the principle of FMCW. A continuous wave laser is
linearly frequency modulated, i.e. chirped, by the modulation
bandwidth fB within a period T (by the rate R = fB/T ).
Due to the delay δt between the retrieved signal (SIG) and
the local oscillator (LO) the heterodyne mixing produces
an intermediate frequency fIF , which translates back to the
distance d of the object:

d = fIF
cn

2R
, (1)

where c is the speed of light and n is the refractive index
of the medium. The IF frequency can be obtained by spectral
analysis of the mixed signal ‖ ~ESIG + ~ELO‖2 at the coherent
receiver using the fast Fourier transform (FFT).

Using this coherent LiDAR method allows a larger detection
range (limited by the coherence length of the laser) and
an inherent interference signal filter. The following section
discusses how this method is embedded in the system and its
impact on system design.

III. SYSTEM DESIGN AND RESULTS

Fig. 2 shows the building blocks of the LiDAR system.
The system operates at 1550 nm which allows higher eye-
safe power and less sunlight noise compared to wavelengths
around 900 nm [13]. It also allows us to use standard telecom
components for the transmitter and receiver, as well as fiber-
based optics for the sensor head. Scanning is realized by
a micro-engineered 2D MEMS mirror providing directional
illumination. Furthermore, sparse sensing techniques enable
fast scanning and reconstruction of the scene.

A. Transmitter

For the transmitter, a tunable ultra-narrow linewidth
(100 kHz) laser diode is used. The lasers bias current is
modulated directly using an arbitrary waveform generator as
a driver. The modulation of the injected current results in a
frequency modulation due to the change of refractive index in
the cavity [14] and temperature. In theory, the cavity effect

Fig. 2. LiDAR system consisting of transmitter, fiber-based optics, receiver,
signal processing and scanning unit. Optical fiber shown in orange, electrical
connections shown in black.

shows a refractive index variation proportional to the carrier
density. Therefore, the linear frequency modulation should be
proportional to the linear bias modulation (dynamic spectral
shift). For our laser, a current tuning coefficient of around
3 pm/mA is given. However, dynamic non-linearity and the
additional temperature tuning effect results in a non-linear
behavior that requires a predistortion of the modulation.

Predistortion: A quadratic predistortion of the bias modula-
tion is assumed. Hereby, the rising and falling chirp is affected
by different non-linear dynamics and therefore handled sepa-
rately. Equation 2 shows the quadratic predistortion p(t) for
the rising and falling frequency modulation with the respective
non-linearity factors a, b and the sample size S of one period.

prise(t) = −t2 + aSt, t = [−S, 0]
pfall(t) = +t2 − bSt, t = [0, S]

(2)

The influence of the predistortion is illustrated in Fig. 3: A
measurement of the FMCW spectrogram in a 14 ns delay line
interferometer (DLI) with triangular bias modulation. Fig. 1 b)
shows the ideal plot of the spectrogram and thus serves as
a comparison for Fig. 3. The IF frequency is expected to
be constant around 1MHz in this configuration. The non-
predistorted measurement is shown in Fig. 3 a). A temporal
variation of the IF frequency from around 0.5MHz to 1.1MHz
is visible. The predistorted (a = 2.2, b = 7.2) measurement
is shown in Fig. 3 b) and shows less variation of the IF
frequency (from around 0.7MHz to 1MHz). One can see
that the predistortion decreases the temporal variation of the
IF frequency in the spectrogram. This results in a smaller
linewidth of the FFT power spectrum, when performed over
the entire time domain.



Fig. 3. Spectrogram of FMCW (T = 50 µs, fB = 3.6GHz) mix signal in
a fiber-based 14ns DLI: a) No predistortion of the laser bias modulation.
b) With predistortion. The frequency resolution is 200 kHz and the time
resolution 12.83 µs. Refer to Fig. 1 b) for the spectrogram’s ideal shape.

B. Fiber-based Optics

The characteristic of coherent detection is the optical het-
erodyne mixing of a signal with its reference. In our system,
all optical connections are realized by single mode fiber
components. The transmitters output is split into a SIG and
reference (LO) branch and combined again with matching
polarizations for the optical mixing. In-between, the signal is
guided through an optical circulator onto the scanning unit by
a fiber-coupled collimator. The object is illuminated and its
reflection is received on the same path.

The optical design challenge lies in the combination of a
fiber coupled collimator, the eye-safety limitations and the
MEMS mirror aperture for receiving (and transmitting) enough
optical power. In short, when using optical fibers on the
receiving end, a collimator is required as the lens. The aperture
of the collimator (and correspondingly the aperture of the
MEMS mirror) becomes a limiting factor of the received
power [15].

C. Receiver

In a first approach, we develop an InP coherent receiver for
1550 nm optical wavelength based on waveguide-integrated
balanced photodetectors [16] in a 180° hybrid 2x2 MMI con-
figuration, matching the fiber-coupled configuration of typical
coherent LiDAR setups. To overcome the afore-mentioned
optical design challenge of efficiently coupling the received
signal from various solid angles into the single mode fiber (see
Sec. III-D), we also investigate a free-space coherent receiver
approach [17].

D. Scanning

MEMS mirror development for a certain application is
always like finding a sweet spot between its physical param-
eters mirror mass (depending on thickness, diameter), FOV
(which is four times of its mechanical scan angle) and its
oscillation frequency which directly determines its response
and decay times. In addition, quasi-static mirrors for this

LiDAR application require a robust actuator design and a
powerful drive principle.

We are developing a quasi-static MEMS mirror with a
novel design and powerful piezoelectric driving material of
AlN/AlScN where the latter offers at least four times higher
piezoelectric efficiency than AlN. Material properties like
mechanical stress and piezoelectric efficiency will be further
optimized. It has large mechanical tilt angles and high frequen-
cies as well as great long-term stability and linearity [18]. An
initial set of mirrors has been manufactured, mounted on a
PCB and tested. (see Fig. 4).

A novel three wafer bonding process based on glass fritting
has been developed for maximizing fill-factor and enhancing
mechanical linearity. Here, the mirror plate and actuators
are on different heights and vertical electrical contacts are
implemented. [19]. Optical hermetic sealing improves the
mechanical robustness of the quasi-static MEMS components
and protects them from the particles and humidity from the
environment. With this new process, quasi-static mirrors with
diameters ranging from 2mm to 10mm with high linearity,
high mechanical robustness and large tilting angles have been
fabricated [20]. Table I shows the competing parameters for a
selection of three mirror designs.

Fig. 4. Gold coated MEMS mirror chips a) Design for 2mm and 5mm.
These mirrors (5mm aperture) are manufactured, assembled and tested: b)
Front view. c) Back view.

TABLE I
MIRROR DESIGNS AND PARAMETERS.

Aperture 2mm 5mm 10mm

Field of view > 20° x 20° 20° x 20° 15° x 15°

Min. response time 154 µs 286 µs 5ms

Highest working frequency 6.5 kHz 3.5 kHz 200Hz

E. Signal Processing

The scanning unit needs to aim at a single identical spot
for the complete duration of the measurement cycle. The time
it takes to drive the MEMS mirror into position (defined by
its working frequency) and subsequently perform the measure-
ment defines a lower bound for the scan rate of the LiDAR.
It is therefore desirable to operate the system within tight
timing margins. Hence, we are using a field-programmable
gate array (FPGA) as they are ideally suited to provide
cycle accurate system-wide trigger signals and synchronize the
necessary acquisition steps [21]. So far, the FPGA is included
in a System-on-Chip (SoC) that also integrates microprocessor



cores to run an embedded Linux operating system. This in turn
enables faster prototyping of signal processing steps that we
will synthesize into hardware later on.

ADC
ADS52J90

Sensor
Frontend

FPGA
ZC706 PCJESD

204B

Fig. 5. Data flow diagram (simplified)

The FPGA portion of the SoC also handles the measurement
data acquisition (see Fig. 5). Currently, we acquire the raw data
using an ADC with 65MS/s and 14 bit resolution. We offload
the filtered data into a host PC using a PCI-Express interface
and store it for offline processing. Using general-purpose IP
cores, we achieve a sustained data rate >180MB/s for our
setup, which is sufficient for the current state of the system
that outputs 130MB/s in continuous operation.

F. Sparse Sensing
One of the innovative features of this system is an improved

scanning rate enabled by sparse sensing and realized by either
random (or even adaptive) MEMS mirror pattern tracing. To
this end, we analyze compressed sensing and deep learning
techniques to generate dense point clouds from incomplete or
sparse LiDAR measurements using the KITTI dataset [22] as
benchmark.

Fig. 6. a) Reference RGB image of the selected KITTI snapshot, b) the
considered point cloud after 50% data reduction, and the dense depth maps
obtained c) via CS (BPDN) and d) Deep Learning (SICNN).

Compressed sensing is a well-established mathematical the-
ory that provides conditions and efficient methods for the
reconstruction of signals that are compressible from only a
few (e.g. random) samples [23]. CS has been proposed for
LiDAR acquisition and processing only in recent years, with
special emphasis on reducing scanning time [24]. We employ
CS algorithms based on the Basis Pursuit Denoising (BPDN)
problem [25] [26] using Wavelets and DFT domains.

Deep learning techniques applied to LiDAR [27] [28] rely
on multi-modal sensor data, and use datasets of ground truth
depth images for training and inference. We implemented
a Sparsity Invariant Convolutional Neural Network (SICNN)
[29] where Synthia dense dataset [30] is used for training the
network and KITTI data is used to fine-tune the training phase
through transfer learning.

Figure 6 shows an examplary result of depth recovery with
BPDN and SICNN from a snapshot of the KITTI dataset where
we randomly annihilated 50% of the data from the original and
already sparse point cloud. Both techniques generate dense
depth images where the illuminated scene is recovered with a
very low Mean Absolute Error on the depth values (71.8 cm
for BPDN and 38.5 cm for SICNN). So far, we have observed
a satisfactory performance up to a 20% annihilation of data.
Next steps will include the development of a constrained CS
algorithm for an improved recovery of object shapes and the
development of synthetic ground truths to simulate several
scenarios to be used for SICNN training.

IV. MEASUREMENT RESULTS

First measurements were performed in an outdoor setting
with a simplified setup (without scanning, and sparse sensing,
with commercial balanced photodetector and simple offline
signal processing) to verify the working principle and assess
the systems limitations. The optical sensor head was aimed at
a paper target at specific distances. All transmitter parameters
were set according to the previous description (T = 50 µs,
fB = 3.6GHz, a = 2.2, b = 7.2).

Fig. 7. FMCW power spectrum for selected target distances (6m-10m). The
reflection at the circulator, collimator and the target object produce different
IF frequencies. Distance scale calculated according to Eq. 1 and shifted by
the calibration.

A selection of measurements are shown in Fig. 7. The trace
of the curve shows peaks for every reflection along the light
path because the returned signal at each reflection produces
a different IF frequency. As a result, we can calibrate the
distance calculation to the last reflective surface; the collimator
lens. Using a peak finding algorithm, distances of object reflec-
tions are calculated. The broad target reflection peak indicates
a need for systematic optimization of the predistortion, which
is currently investigated.

A comparison of the intended target distances and the
distances calculated from the IF frequency is shown in Fig. 8.
They are in good accordance, the total discrepancy is below
1m for each of the measurements. Additionally, Fig. 8 shows
the signal to noise ratio (SNR), which is above 10 dB for all
measurements up to 30m.



Fig. 8. Calculated distances and signal to noise ratio (SNR) relating to the IF
frequency peak in the FMCW power spectrums. The intended target distances
are in the range of 2m-35m.

V. CONCLUSION

We present a novel long-range LiDAR system concept tar-
geting the automotive market. Our design combines frequency
modulated continuous wave (FMCW) coherent detection with
two-dimensional scanning capability and sparse sensing. We
discuss the design challenges of each subsystem and their
impact on the system performance. The transmitter requires
predistortion to reduce the width of the object’s reflection
peak. Fiber-based optics allow the use of standard telecom re-
ceiver components but leads to challenges in optical coupling.
A larger aperture of the micro electro-mechanical system
(MEMS) mirror could mitigate optical coupling challenges but
leads to a slower drive frequency and thus a reduced scan rate.
However, the implementation of sparse sensing and advanced
signal processing techniques allow a complete reconstruction
of the scene with a smaller number of points, increasing the
scan rate in turn. Therefore, we show exemplary results of
sparse sensing by comparing deep learning and compressed
sensing techniques.
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